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1
REFLEXIVE RESPONSE SYSTEM FOR
POPUP THREAT SURVIVAL

RELATED APPLICATION

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/414,347, filed Mar. 7, 2012, and titled
“REFLEXIVE RESPONSE SYSTEM FOR POPUP
THREAT SURVIVAL,” the entire contents of which are
incorporated herein by reference.

BACKGROUND

Vehicles involved in military missions often encounter
unanticipated threats (also called “popup” threats) which
threaten the survivability of the vehicle. For example, an
aircraft flying through enemy territory may encounter threats
on the ground such as people or vehicles with anti-aircraft
weapons capable of shooting down the aircraft or disrupting
its flight path. In response to detecting a popup threat, a
typical response by an operator of the vehicle may be to
increase the distance between the vehicle and the threat in an
effort to lessen the ability of the threat to engage the vehicle in
an action that would result in destruction of the vehicle or
disruption of the mission. Alternatively, depending on the
mission parameters, the operator of the vehicle may risk
being targeted by a popup threat to ensure that the mission is
completed successfully.

SUMMARY

Some embodiments of the present invention are directed to
amethod of assessing threats to a vehicle to facilitate a reflex-
ive response. The method comprises determining based, at
least in part, on a plurality of information sources, a plurality
of threat timeline parameters for a detected threat to the
vehicle, wherein the plurality of threat timeline parameters
includes a first threat mode and a time progression of the
threat in the first threat mode; determining, with at least one
processor, one or more candidate solutions based, at least in
part, on the first threat mode and the time progression; and
providing at least one of the one or more candidate solutions
to an operator of the vehicle to enable the operator to mediate
the threat.

Some embodiments are directed to a computer-readable
storage medium encoded with a plurality of instructions that
when executed by at least one processor perform a method.
The method comprises determining based, at least in part, on
a plurality of information sources, a plurality of threat time-
line parameters for a detected threat to the vehicle, wherein
the plurality of threat timeline parameters includes a first
threat mode and a time progression of the threat in the first
threat mode; determining one or more candidate solutions
based, at least in part, on the first threat mode and the time
progression; and providing at least one of the one or more
candidate solutions to an operator of the vehicle to enable the
operator to mediate the threat.

Some embodiments are directed to a vehicle comprising: at
least one storage device configured to store information
regarding at least one signature of the vehicle; and at least one
processor programmed to: determine based, at least in part,
on the stored information, a plurality of threat timeline
parameters for a detected threat to the vehicle, wherein the
plurality of threat timeline parameters includes a first threat
mode and a time progression of the threat in the first threat
mode; determine one or more candidate solutions based, at
least in part, on the first threat mode and the time progression;
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and provide at least one of the one or more candidate solutions
to an operator of the vehicle to enable the operator to mediate
the threat.

It should be appreciated that all combinations of the fore-
going concepts and additional concepts discussed in greater
detail below (provided such concepts are not mutually incon-
sistent) are contemplated as being part of the inventive subject
matter disclosed herein. In particular, all combinations of
claimed subject matter appearing at the end of this disclosure
are contemplated as being part of the inventive subject matter
disclosed herein. It should also be appreciated that terminol-
ogy explicitly employed herein that also may appear in any
disclosure incorporated by reference should be accorded a
meaning most consistent with the particular concepts dis-
closed herein.

BRIEF DESCRIPTION OF DRAWINGS

The accompanying drawings are not intended to be drawn
to scale. In the drawings, each identical or nearly identical
component that is illustrated in various figures is represented
by a like numeral. For purposes of clarity, not every compo-
nent may be labeled in every drawing. In the drawings:

FIG. 1 is an illustration of an exemplary scenario in which
some embodiments of the invention may be implemented;

FIG. 2 is a flow chart of a process for providing a recom-
mended survival course of action to an operator of a vehicle in
accordance with some embodiments of the invention;

FIG. 3 is a flow chart of a process for determining threat
timeline parameters for a threat in accordance with some
embodiments of the invention;

FIG. 4 is a schematic of two vehicle signatures that may be
used in accordance with some embodiments of the invention;

FIG. 5 is an exemplary threat timeline along which threat
timeline parameters for one or more threats are determined in
accordance with some embodiments of the invention;

FIG. 6 is a flow chart of a process for providing a recom-
mended course of action to an operator of a vehicle based, at
least in part, on one or more threat timeline parameters deter-
mined in accordance with some embodiments of the inven-
tion;

FIG. 7 is a flow chart of a processor for determining one or
more candidate solutions to break an threat timeline of a
threat or to prevent progress of a threat into another threat
mode; and

FIG. 8 is an exemplary computer system environment in
which some embodiments of the invention may be imple-
mented.

DETAILED DESCRIPTION

The present disclosure generally relates to inventive meth-
ods and apparatus for assessing popup threats to a vehicle to
facilitate a reflexive response by an operator of the vehicle. In
particular, some embodiments of the invention relate to pro-
viding the operator of a vehicle with one or more recom-
mended solutions to mitigate a detected popup threat. The one
or more recommended solutions are determined based, at
least in part, on an assessment of the threat’s progression
along a continuum of states or “modes” reflecting the threat
status of the particular threat.

The inventor has recognized and appreciated that conven-
tional methods for assessing a threat status of popup threat
often do not take into account threat timeline information
when determining responsive courses of action. Accordingly,
some embodiments of the invention relate to methods and
apparatus for providing one or more recommended courses of
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action in response to a popup threat by determining and
analyzing candidate solutions using stored information about
a vehicle and one or more estimated threat timeline param-
eters. Although the exemplary threats described herein relate
primarily to popup threats encountered during a military mis-
sion, it should be appreciated that embodiments of the inven-
tion are not limited to use in these type of scenarios. For
example, some embodiments may be employed in a civilian
vehicle traveling down a road, which may encounter unex-
pected threats such as other cars, pedestrians, etc., which may
pose a threat to the occupants of the vehicle and/or endanger
aspects of the threat itself. In such embodiments, the operator
of the vehicle may be provided with information to prevent
engagement with the detected threat.

FIG. 1 illustrates an exemplary scenario in which some
embodiments of the invention may be employed. Although
some of the examples described herein relate primarily to
aircraft vehicles, including winged aircraft such as planes and
rotocraft such as helicopters, it should be appreciated that
embodiments of the invention may be used in any suitable
type of vehicle where a determination of a survivable course
of action for the vehicle is useful including, but not limited to,
land vehicles, water and underwater vehicles, space-based
vehicles, and vehicles that are manned or unmanned.

In the exemplary scenario in FIG. 1, two vehicles, plane
100 and helicopter 110 are involved in a military mission to
destroy target 150 located in enemy territory. During the
mission, plane 100 and helicopter 110 may encounter one or
more unanticipated enemy threats intent on destroying the
vehicles before they can accomplish their mission. For
example, threat 120 may be an enemy soldier equipped with
a shoulder-mounted missile launcher with infrared tracking
capabilities and threat 122 may be an enemy soldier with a
rocket-propelled grenade launcher capable of targeting low-
flying aircraft. Other potential threats include, but are not
limited to, enemy vehicles such as threat 124 capable of firing
one or more anti-aircraft weapons. To successtully accom-
plish the mission, plane 100 and helicopter 110 may desire to
remain undetected by potential threats for as long as possible.
However, sometimes detection may be inevitable and in these
situations the operators of plane 100 and helicopter 110 may
attempt to follow a survivable course of action that reduces
the interaction between potential threats and their vehicles.

Some embodiments of the invention are directed at evalu-
ating a plurality of information sources to facilitate a deter-
mination of survivable courses of action presented to an
operator of the vehicle. Some of the information sources may
be stored on board the vehicle in one or more storage devices
associated with one or more processors, whereas other infor-
mation sources may be externally located from the vehicle.
For example, information may be received by plane 100 via a
communication link to an external source such as satellite 140
and/or helicopter 110. Additionally, environment information
including information about a popup threat may be received
by one or more sensors incorporated into the vehicle includ-
ing, but not limited to, a radar device and an infrared detection
device. In some embodiments, information received from
external sources may be considered with information stored
on-board the vehicle to determine one or more threat timeline
parameters for a popup threat, as discussed in more detail
below.

FIG. 2 illustrates an exemplary process for determining a
recommended course of action in accordance with some
embodiments of the invention. In act 210, one or more threat
timeline parameters are determined based, at least in part, on
information retrieved from a plurality of information sources.
A further description of how threat timeline parameters are
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determined in accordance with some embodiments is
described in more detail below in connection with FIG. 3.
After threat timeline parameters have been determined, the
process proceeds to act 212 where one or more candidate
solutions are determined based, at least in part, on the threat
timeline parameters. For example, as discussed below in
more detail, the threat timeline parameters may be used to
constrain a search for candidate solutions by limiting the
search space for evaluating candidate solutions to include
only solutions that may be accomplished within a specific
amount of time. Searching for candidate solutions may also
be constrained in other ways including, but not limited to,
constraining based on the capabilities of the vehicle, infor-
mation regarding other friendly vehicles participating in the
mission, and factors related to the mission itself, such as the
importance of completing the mission.

After the one or more candidate solutions are determined,
the process proceeds to act 214 where the candidate
solution(s) are analyzed to determine a recommended sur-
vival course of action. In some embodiments, the candidate
solution(s) may be processed by mission management soft-
ware executing on one or more processors in the vehicle to
evaluate the candidate solution(s) in the context of the mis-
sion objective(s). For example, if the primary mission objec-
tive is for an aircraft to destroy a building that by its elimina-
tion would save the lives of a considerable number of ground
forces, the mission management software may determine that
the importance of the mission is high enough that the aircraft
is willing to risk being detected by popup threats to accom-
plish the mission objective. However, in another example, if
the mission objective is to drop relief aid to humanitarian
workers on the ground, the mission management software
may determine that risking being shot down by a popup threat
that is ready to engage the aircraft is not warranted provided
that the delivery of the relief aid is not imminently needed.

After the candidate solution(s) have been analyzed, the
process proceeds to act 216 where a recommendation for a
survivable course of action is provided to an operator of the
vehicle. In some embodiments, the recommendation may
include one or more optional courses of action from which the
operator can select, whereas in other embodiments, the rec-
ommendation may only include a single course of action
which the operator is instructed to follow. The recommenda-
tion may be provided to the operator in any suitable way
including, but not limited to, displaying the recommendation
on a display and audibly presenting the recommendation to
the operator. In some embodiments, the recommended course
of action may be automatically executed by one or more
processors controlling the vehicle without intervention from
a human operator. For example, one or more processors
executing mission management software on an unmanned
aircraft may be programmed to automatically perform the
recommended course of action in response to being provided
with the recommendation.

The process described in FIG. 2 may be initiated in any
suitable manner including, but not limited to, in response to
an actuation of a control by an operator and in response to an
occurrence of an event (e.g., detection of a popup threat).
Additionally, the process may be repeated at periodic or ape-
riodic intervals and embodiments of the invention are not
limited in the frequency with which the process is executed.

The frequency with which the process is executed may
depend, at least in part, on the particular vehicle with which
embodiments of the invention are associated with. For
example, a pilot of an aircraft may not want to be provided
with continuous updates on recommended courses of action
throughout a mission. Accordingly, some embodiments may
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execute the process of FIG. 2 at periodic intervals specified by
the operator or in response to the operator requesting that the
process be executed. Alternatively, the process of FIG. 2 may
be continuously executed to provide frequent updated recom-
mendations, but the recommendations may only be provided
to the operator at periodic intervals to prevent the operator of
the vehicle from receiving updated recommendations at
undesired times.

In another scenario, some embodiments of the invention
may be implemented on an unmanned vehicle that does not
consider continuously updated recommendations to be cum-
bersome to the operation of the vehicle. In such instances, the
process of FIG. 2 may be executed continuously to provide
the vehicle with current recommendations on courses of
action.

As discussed above, some embodiments determine threat
timeline parameters for a popup threat based, at least in part,
on analyzing information from a plurality of information
sources. FIG. 3 illustrates an exemplary method for determin-
ing threat timeline parameters in accordance with some
embodiments of the invention. In act 310, information about
the current status of the vehicle is received. In some embodi-
ments, at least some of the status information may be received
from one or more sensors associated with the vehicle. For
example, information about the vehicle’s location including,
but not limited to, elevation, azimuth, and global positioning
satellite (GPS) coordinates may be received and information
about the speed and direction of the vehicle may be deter-
mined based on input provided by one or more sensors asso-
ciated with the vehicle.

Other information such as current environmental condi-
tions may also be determined based on input from one or more
sensors or from any suitable source including information
stored in an environment database. For example, an image
sensor located on the vehicle may capture an image of the
current environment and the image may be analyzed to deter-
mine a type of environment (e.g., forest, desert, urban, etc.).
In some embodiments environment information may be
determined based on current location coordinates of the
vehicle rather than being based on sensor information and
embodiments of the invention are not limited in the particular
manner in which environment information is determined.

In some embodiments, information related to a current
geometry between the vehicle and a popup threat may be
determined. The current geometry information may include,
but is not limited to, the distance between the vehicle and the
threat and whether any obstructions are between the vehicle
and the threat. For example, referring to the exemplary sce-
nario illustrated in FIG. 1, the distance between plane 100 and
threat 120 is less than the distance between plane 100 and
threat 122. Additionally, mountain 130 is an obstruction
between plane 100 and threat 122, whereas there is no such
obstruction between plane 100 and threat 120. Such informa-
tion may be used in conjunction with current vehicle status
information and/or environmental information to determine
threat timeline parameters in accordance with some embodi-
ments of the invention.

It should be appreciated that the amount of sensor infor-
mation that is received in act 310 may be different depending
on the technology incorporated into a particular vehicle. In
this respect, some embodiments of the invention are appli-
cable to a vehicle having any number of sensors and any type
of technology that can be used to facilitate a determination of
threat timeline parameters. For example, some vehicles may
be equipped with stealth technology that attempts to reduce
one or more vehicle signatures to potential threats. For such
vehicles, information about the current stealth status of the
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vehicle may be received and the stealth status may be used to
determine the threat timeline parameters. Input from other
technology is also contemplated and embodiments of the
invention are not limited in this respect.

After receiving current status information, the process pro-
ceeds to act 312 where a threat mode and a time progression
in the threat mode is determined using stored historical values
for one or more of'the types of status information received in
310. For example, as described above, the status information
may include the current location and speed of the vehicle. In
act 312, the current values for these parameters may be com-
pared to stored historical values for these parameters to deter-
mine a path ofthe vehicle as a function of time. The path of the
vehicle may then be used to facilitate a determination of a
threat mode and a time progression in the threat mode for a
particular popup threat.

Information about the vehicle may also be used in a deter-
mination of a threat mode and a time progression in the threat
mode for a popup threat. In some embodiments, a vehicle may
be associated with one or more “signatures” that describe a
spatial profile of a particular characteristic, such as sound or
thermal energy, as it relates to the vehicle. For example, each
vehicle may be associated with an acoustic signature which
describes the spatial acoustic profile of the vehicle when the
vehicle is in operation. Aircraft, for example, may emit more
sound from the back of the aircraft than the front. Anti-vehicle
(e.g., anti-aircraft, anti-tank) weapons often use infrared
locking mechanisms to target vehicles prior to firing on the
vehicle. Accordingly, a vehicle may also be associated with
an infrared signature that relates to a spatial distribution of
thermal energy for the vehicle. For example, vehicle compo-
nents such as engines frequently irradiate more heat than
other components of the vehicle. Other signatures may also
be associated with a vehicle and embodiments of the inven-
tion are not limited in this respect. For example, a vehicle may
also be associated with, among other things, a radar signature,
a visual signature, a weapons signature, and a jamming sig-
nature, which relates to the jamming capabilities of the
vehicle.

In some embodiments, the one or more signatures associ-
ated with a vehicle may be stored on-board the vehicle in one
or more storage devices connected to one or more on-board
processors for implementing aspects of embodiments of the
invention. The signatures may be represented in any suitable
way and embodiments of the invention are not limited in this
respect. FIG. 4 illustrates an exemplary representation of
vehicle signatures for a helicopter using spatial plots called
“cage plots,” which describe the spatial distribution of par-
ticular characteristics of the vehicle. For example, visual sig-
nature 410 describes the visibility of the helicopter as a func-
tion of spatial location around the vehicle. For this particular
vehicle, the visibility of the vehicle is greatest from directly
above or directly below. Another example of a vehicle signa-
ture representation is weapons signature 420, which illus-
trates the spatial distribution of a vehicle’s countermeasure
abilities for engaging an enemy threat. Such information may
be useful when determining a recommended survival course
ofaction in accordance with some embodiments of the inven-
tion. In particular, one or more vehicle signatures may be used
in act 312 to determine a threat mode and a time progression
of a threat in the threat mode, as discussed in more detail
below. Additionally, once the threat mode is determined, at
least some of the one or more vehicle signatures may be used
to constrain the search for candidate solution(s) as described
above. For example, if the vehicle has not yet been detected
by the threat, a search for candidate solution(s) may be opti-
mized to minimize the visual signature of the vehicle and
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other signatures such as an infrared signature may be given
less weight in the search process.

After determining a threat mode and a time progression of
a threat in the threat mode, the process of FIG. 3 proceeds to
act 314, where threat timeline parameters are determined in
accordance with the threat mode and the current vehicle status
information. FIG. 5 is a schematic of an exemplary threat
timeline 500 that includes a plurality of threat modes through
which a popup threat may transition. The exemplary threat
modes in threat timeline 500 include states with progressively
more dangerous engagement statuses for the vehicle. Accord-
ingly, some embodiments of the invention are directed at
determining survival courses or action to break the engage-
ment cycle of popup threats and/or devise effective counter-
measure strategies if a threat’s engagement progress is deter-
mined to be unavoidable (e.g., due to mission parameters or
otherwise).

A brief discussion of the threat modes shown in threat
timeline 500 is described below and example scenarios
involving threats in the different threat modes is also dis-
cussed below using the illustration in FIG. 1 for reference.
Furthermore, it should be appreciated that although threat
timeline 500 includes six different threat modes, any number
of threat modes may alternatively be used and embodiments
of the invention are not limited in this respect.

A pre-detection threat mode (“Safe”) may represent a
popup threat that has been identified by the vehicle or though
other intelligence being provided to the vehicle, but which has
not yet detected the presence of the vehicle. The search for
candidate solution(s) for threats in this threat mode may be
directed primarily at continuing to evade detection. In par-
ticular, detection signatures of the vehicle such as a visual
signature and an acoustic signature may be considered more
prominently when evaluating candidate solutions than
vehicle signatures related to weapons or jamming capabili-
ties.

If it is determined that a threat has detected the vehicle
through visual, acoustic, or some other means, but has not yet
started tracking the vehicle, the threat may be determined to
be in a “detection” threat mode. In this threat mode, the threat
is aware of the presence of the vehicle but may not be con-
sidered very threatening to the vehicle as the threat may be out
of tracking or firing range, without a clear line of sight to the
vehicle, or there may be some other reason why the threat has
not started tracking the vehicle. As discussed in further detail
below, military vehicles are often equipped with sensors to
detect electromagnetic energy that represents that the vehicle
is being tracked by radar or some other type of tracking
system. Accordingly the determination that a threat is in the
“detection” threat mode may be based, at least in part, on the
absence of such electromagnetic energy.

In some instances, it may be determined that a threat is
actively tracking the vehicle, but has not yet locked onto the
vehicle. In such instances, the threat may be associated with
a “tracking” threat mode as illustrated in FI1G. 5. Determining
that the threat is tracking the vehicle may be determined in
any suitable way. For example, prior to firing a weapon,
threats may track a vehicle to be able to determine an accurate
firing solution that is locked onto the vehicle. Typical forms of
tracking include, but are not limited to, radar tracking and
infrared tracking. As discussed above, for radar tracking, a
tracking system on the weapon transmits an electromagnetic
wave pulse and analyzes the reflected wave energy to deter-
mine the location of the target. The tracking system scans a
particular area in an attempt to lock onto the coordinates of
the target. Prior to locking onto the target, it is often possible
for the target to detect the electromagnetic wave pulses,
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which indicate that the target is being tracked. After the track-
ing system has locked onto the target, the detected energy
may switch from a pulse mode to a constant mode indicating
that the weapon has locked onto the targets coordinates.

Once the targeting system has locked onto a vehicle, a
targeting program associated with the weapon typically
searches for a firing solution that enables the weapon to fire at
the vehicle with sufficient accuracy. Because the weapon has
locked onto the vehicle’s position, the threat level associated
with the threat is increased. In this situation, a threat may be
associated with a “firing solution” mode as illustrated in FIG.
5. For example, a threat may be associated with a firing
solution threat mode when the threat that has a lock on the
vehicle, but has not yet fired the weapon at the vehicle. Other
factors may also be considered when determining whether a
threat is in a firing solution threat mode and embodiments of
the invention are not limited in this respect.

A search for candidate solution(s) for threats in the track-
ing mode or the firing solution mode may rely less on detec-
tion signatures such as visual and acoustic signatures and may
rely more on information related to the countermeasure abili-
ties of the vehicle. For example, an aircraft may have on-
board countermeasures to make it more difficult for the threat
to lock onto the aircraft. Determining which of these coun-
termeasures may be effective against a particular threat may
depend on an analysis of an infrared signature of the vehicle
and the vehicle-to-threat geometry. For example, the biggest
heat signature from an aircraft may be the exhaust near the tail
of the aircraft. By pointing the tail of the aircraft away from
the threat, the tracking system of the threat’s weapon may
have a more difficult time locking onto the aircraft.

After a threat has fired a weapon at a vehicle, the threat may
be considered to be engaged with the vehicle. Accordingly,
such threats may be determined to be in an “engagement”
mode and a search for candidate solution(s) may be focused
on surviving incoming fire. For example, some vehicles may
have some particularly vulnerable areas that are not covered
with armor. To prevent the vehicle from being destroyed,
recommended courses of action may include instructing the
operator of the vehicle to prevent exposing such areas to the
threat to reduce the survival risk of the vehicle. The search for
candidate solution(s) in this mode may also include an analy-
sis of the vehicle’s weapon’s signature(s) to evaluate the
possibility of firing back at the threat. For example, recom-
mended courses of action may include maneuvering the
vehicle such that the vehicle’s weapons can continue to fire at
the threat even while increasing the distance between the
vehicle and the threat.

Occasionally, a threat may cause damage to the vehicle
potentially limiting the functionality of the vehicle and fur-
ther increasing the survival risk of the vehicle. Threats in this
state may be associated with an “end game” threat mode. A
search for candidate solution(s) in the end-game mode may be
similar to those in the engagement mode and the solution(s)
may be further constrained based on the current capabilities
of'the vehicle. It should be appreciated, however, that in some
embodiments only a single threat mode may be used once the
threat is engaged with the vehicle and the description of two
stages in FIG. 5 is merely for exemplary purposes. A descrip-
tion of determining threat timeline parameters for a threat
based, at least in part, on a determined threat mode and a
determined time progression in the threat mode is described
further below, with reference to FIG. 1.

Returning to the example in FIG. 1, plane 100 may receive
information (e.g., from helicopter 110 or satellite 140) about
threat 124, which is a truck near the target 150, but which is
out of visual and acoustic range of plane 100. Based, at least
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in part, on this information, it may be determined that for
plane 100, threat 124 is in a pre-detection (e.g., “safe”) threat
mode because the threat 124 is unlikely to have detected the
presence of plane 100 at this time. An identification of threat
124 being in the pre-detection mode is represented by XT124
in FIG. 5. As plane 100 approaches target 150, it may become
more likely that the threat mode of threat 124 will progress
through one or more of the modes of threat timeline 500,
thereby putting the survivability of the vehicle more at risk.

For threats that are determined to be in a pre-detection
threat mode, a first threat timeline parameter called “time-to-
acquisition” (TTA) may be determined. TTA is an estimate of
the amount of time before the threat is expected to detect the
vehicle. The determination of TTA may be based on any of the
factors discussed above including, but not limited to, histori-
cal signal paths associated with the vehicle and/or the threat,
one or more vehicle signatures, environmental variables, and
any other suitable factors including results of off-line simu-
lations.

As discussed above, in some instances, it may be deter-
mined that a threat has detected a vehicle, but has not yet
started to track the vehicle. For example, based on informa-
tion received by plane 100, it may be determined that threat
122 has detected the presence of plane 100 due to audible
cues, but is not yet tracking plane 100 in part because threat
122 has a blocked line of sight to plane 100 due to mountain
130. In this situation, it may be determined that threat 122 is
associated with a “detection” threat mode as illustrated by
XT122 in FIG. 5. In some embodiments, in response to deter-
mining that a threat is associated with a threat mode other than
a pre-detection threat mode, one or more timeline parameters
related to an estimated time to transition to more threatening
modes may be determined. For example, in the exemplary
threat timeline 500, threat 122 is determined to be in the
“detection” threat mode. In response, threat timeline param-
eters estimating the time to transition (TTT) to subsequent
threat modes may be determined. In timeline 500, the time to
transition to each of the subsequent threat modes including
the time to engagement (TTE) time to transition is illustrated,
however, it should be appreciated that in some embodiments,
only a subset of the illustrated TTTs may be determined and
embodiments are not limited in this respect.

Each TTT for threat 122 represents an amount of time for
threat 122 to transition from its current state to a particular
mode at a higher threat level. A determination of one or more
of the TTTs may be based on the current time progression
estimate of the threat in a particular threat mode and one or
more factors related to plane 100 and threat 122 including the
speed, direction, and location of the vehicle and other factors
including environmental conditions. In some embodiments,
one or more TTTs may be determined based, at least in part,
on stored off-line simulation data parameters that approxi-
mate the current vehicle-to-threat geometry and threat mode.

In addition to TTT estimates, other threat timeline param-
eters including, but not limited to, signal to noise ratio (SNR)
threshold values and jamming to signal ratio (JSR) threshold
values may be determined based, at least in part, on the
current vehicle-to-threat geometry and the threat mode. In
some embodiments, these additional threat timeline param-
eters may be determined based, at least in part, on stored
off-line simulation data parameters that approximate the cur-
rent vehicle-to-threat geometry and threat mode.

In some embodiments, multiple popup threats may be
tracked and candidate solution(s) may be determined based
on factors related to the multiple threats. For example, with
respect to plane 100, threat 124 may be associated with a
pre-detection threat mode, threat 122 may be associated with
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a detection threat mode, and threat 120 may be associated
with a firing solution threat mode. Some embodiments may
consider all or a subset of this information when searching for
candidate solution(s) and corresponding recommended sur-
vival courses of action. For example, in some embodiments
involving multiple threats, information regarding threats in
more dangerous threat modes may be used to constrain the
search for candidate solution(s) more than threats in less
dangerous threat modes. It should be appreciated, however,
that candidate solution(s) involving multiple threats may be
determined in an any suitable way and aspects of the inven-
tion are not limited in this respect.

As discussed above, after determining threat timeline
parameter(s) for a threat, some embodiments of the invention
are directed at using the threat timeline parameters to search
for candidate solution(s) for a recommended survival course
ofaction fora vehicle. FIG. 6 illustrates an exemplary process
for providing a recommended course of action to an operator
of a vehicle based, at least in part, on threat timeline param-
eters determined using one or more of the above-described
processes.

In act 610 a threat to the vehicle is identified. As discussed
above a threat may be identified in several ways and embodi-
ments of the invention are not limited in this respect. For
example, a threat may be identified through communication
with another vehicle or a satellite prior to engagement with
the threat or the threat may be identified when the vehicle
receives incoming fire from the threat. Identification of a
threat may result in the determination of threat timeline
parameters for the threat as discussed above.

After the threat is identified and after threat timeline
parameters have been determined, the process proceeds to act
612 where it is determined whether the threat has detected the
vehicle (e.g., whether the threat mode is pre-detection). If it is
determined in act 612 that the threat has not detected the
vehicle, the process proceeds to act 614 where it is determined
whether there are one or more paths that the vehicle can take
to remain undetected. If it is determined in act 614 that there
is a path that will allow the vehicle to remain undetected, the
process proceeds to act 616 where it is determined whether
the path to remain undetected is acceptable based, at least in
part, on the vehicle’s mission. As discussed above, the path
that a vehicle should take may depend, at least in part, on the
parameters of a particular mission associated with the
vehicle. For example, an operator of a vehicle may be willing
to take on the additional risk of being detected by a threat if
the completion of the mission is of a high importance. In some
embodiments, this risk may be assessed and managed by
mission management software executing on one or more pro-
cessors associated with the vehicle.

If it is determined in act 614 that there are no paths the
vehicle can take without likely risking detection by the threat
or ifiit is determined in act 616 that the path(s) determined to
avoid detection are not acceptable based on the mission, the
process proceeds to act 618 where it is assumed that the threat
is associated with a mode where the threat has detected (or
will inevitably detect) the vehicle. Additionally, if it is deter-
mined in act 612 that the vehicle has already been detected by
the threat the process also proceeds to act 618 where it is
determined whether one or more candidate solution(s) exist
to break the threat timeline of the threat or stop progress along
the threat timeline for the current threat mode associated with
the target. As discussed in more detail below in connection
with FIG. 7, the determination in act 618 may be based, at
least in part on the threat timeline parameters determined for
the threat.
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If it is determined in act 618 that one or more candidate
solutions exist to break the threat timeline for the current
threat mode, the process proceeds to act 620 where the iden-
tified candidate solution(s) are stored. In some embodiments,
in response to identifying one or more candidate solutions, a
recommended solution or solutions may be provided to an
operator of the vehicle without storing the one or more can-
didate solutions. However, in other embodiments, candidate
solution(s) may be determined and stored for each of a plu-
rality of threat modes before selecting a recommended solu-
tion and providing the recommended solution to an operator
of the vehicle.

If there are no candidate solutions identified in act 618 for
the current threat mode, the process proceeds to act 624 where
it is determined whether the current threat mode is a final
threat mode. For example, in the exemplary threat timeline
500 illustrated in FIG. 5, the “engagement” mode may be
considered to be a final threat mode because the threat has
engaged the vehicle and the candidate solution(s) may be
focused on surviving incoming fire from the threat.

If'it is determined in act 624 that the current threat mode is
a final threat mode, the process may optionally proceed to act
624 where team-based countermeasures may be deployed, if
available. For example, a threat may be associated with an
engagement threat mode in which the threat has fired a heat-
seeking missile at the vehicle that does not have any counter-
measures for stopping the incoming missile. Such a scenario
may result in there being no candidate solutions for the
vehicle to survive the threat. However, the vehicle may be
operating as a part of a coordinated mission with other
vehicles that may be able to provide support to the vehicle to
mediate the threat.

In the example scenario illustrated in FIG. 1, plane 100 and
helicopter 110 are involved in a coordinated mission to
destroy target 150. As helicopter 110 approaches target 150,
multiple threats including, for example, threat 122 and threat
124 may be actively engaged with helicopter 110 which may
not have anti-missile countermeasures on-board. However,
plane 100 as a team member of helicopter 110 may have
anti-missile countermeasures on-board that can be deployed
to neutralize the threat to helicopter 110. When it is deter-
mined in act 624 that helicopter 110 is in trouble because
there are no candidate solutions, team members capable of
assisting helicopter 110 such as plane 100 may be instructed
to deploy their countermeasures to increase the survivability
chances of helicopter 110.

As discussed above, when one or more candidate solutions
are identified in act 618, the identified candidate solution(s)
may be stored in act 620 and one or more recommended
solutions may be provided to an operator of the vehicle in act
628. In some embodiments, one or more of the identified
candidate solutions may be provided to an operator of the
vehicle without being stored and embodiments of the inven-
tion are not limited in this respect. Furthermore, one or more
recommended solutions may be determined from the identi-
fied candidate solution(s) in any suitable way and embodi-
ments of the invention are not limited in the particular manner
in which recommended solution(s) are determined and pro-
vided to the operator. For example, some or all of the identi-
fied candidate solution(s) may be analyzed by mission man-
agement software executing on one or more processors
associated with the vehicle. The mission management soft-
ware may evaluate the candidate solution(s) against the mis-
sion objective(s) and optionally other factors including, for
example, whether the vehicle is manned or unmanned and
whether the risk of losing the vehicle is outweighed by the
importance of completing the mission objective(s). The mis-
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sion management software may then select one or more ofthe
candidate solutions to provide to the operator as recom-
mended solution(s).

Ifit is determined in act 624 that the current threat mode is
not a final threat mode, the process returns to act 618 where it
is determined whether candidate solution(s) exist for break-
ing the threat timeline of the threat in a next higher-level
threat mode or preventing progress of the threat to a more
threatening mode higher than the next higher-level threat
mode. An example, can be illustrated by referring back to the
exemplary threat timeline 500 shown in FIG. 5. As illustrated
in FIG. 5, threat 122 was initially associated with the “detec-
tion” threat mode and threat timeline parameters were deter-
mined beginning with this threat mode. However, it may have
been determined in act 618 that no suitable candidate solu-
tions were identified to break the threat timeline or prevent
progress of threat 122 to transition into the tracking mode
within the TTT1 estimated time constraint. If it was deter-
mined that no candidate solutions exist, the process in FIG. 6
proceeds to act 624 where it is determined that the detection
mode is not the final mode. The process then returns to act 618
where it is determined if any candidate solution(s) existed to
break the threat timeline or prevent progress of threat 122 to
transition into the “firing solution” mode within the TTT2
estimated time constraint. The process may continue until one
or more candidate solution(s) are identified and/or when it is
determined in act 624 that the threat mode currently being
considered is a final threat mode, at which point team-based
countermeasures may be deployed, if available, to assist the
vehicle.

Determining in act 618 whether candidate solution(s) exist
may be performed based, at least in part, on one or more threat
timeline parameters determined for a particular threat mode.
FIG. 7 illustrates an exemplary process for determining
whether one or more candidate solution(s) exist based, at least
in part, on one or more threat timeline parameters. In act 710,
one or more threat timeline parameters are received. As dis-
cussed above, the threat timeline parameters for a threat may
include, but are not limited to, SNR threshold values and
jamming threshold values in one or more threat modes. In
some embodiments, these threshold values may be selected
based, at least in part, on results of off-line simulation data
and the thresholds may be tuned for a particular mission
during pre-mission planning and/or during mission execu-
tion.

After receiving the threat timeline parameter(s), the pro-
cess proceeds to act 712 where a search is initiated for one or
more candidate solutions that are likely to result in breaking
the threat timeline of the threat within an estimated time for
the threat to transition to the next threat mode, which is
discussed above as the time-to-transition (T'TT). The search
for candidate solution(s) may be performed in any suitable
way and may be informed by the particular threat mode
and/or time progression in the threat mode that is determined
for a threat. For example, data related to candidate solutions
to break the threat timeline for threats in the “detection” mode
may be stored in a different manner and/or location that data
related to candidate solutions to break the threat timeline for
threats in the “engagement” mode. In some embodiments, the
identification of a particular threat mode may constrain the
search space to only the data related to the identified threat
mode thereby increasing the speed at which candidate solu-
tion(s) are identified. Constraints other than threat mode are
also possible and embodiments of the invention are not lim-
ited in this respect. For example, if particular environmental
conditions are detected by the vehicle, the search space may
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be constrained based on these environmental conditions as
some candidate solutions may not be well suited to certain
environments.

After the search has been initiated, the process proceeds to
act 714 where it is determined whether any candidate
solution(s) satisfy at least some of the threat timeline param-
eter(s) related to breaking the threat timeline of the threat. For
example, only solutions having SNR or jamming values less
than the corresponding threshold values to break engagement
within the TTT may be identified as candidate solution(s) to
break the engagement. If solution(s) are identified in act 714
that satisfy the threat timeline parameter(s), the solution(s)
are returned in act 716. Otherwise, if it is determined in act
714 that no solutions can be identified which satisfy the threat
timeline parameter(s), the process proceeds to act 718 were a
second search is initiated to determine whether any candidate
solution(s) to stop the progression of the threat to the next
threat mode can be identified based on threat timeline param-
eter(s) related to stopping progress.

After the search has been initiated, the process proceeds to
act 720 where it is determined whether any solutions exist that
satisfy the threat timeline parameter(s) related to stopping the
progress of the threat to the next threat mode within the time
to transition (TTT) to the next threat mode. For example, in
some embodiments, the SNR and/or jamming thresholds for
stopping progress to a next threat mode may be different than
the thresholds for breaking the threat timeline of the threat
thereby leading to different possible candidate solution(s). If
candidate solution(s) are identified in act 720, the process
proceeds to act 716 where the solution(s) are returned. Oth-
erwise, the process ends and the process of FIG. 6 proceeds
from act 618 to act 624 where it is determined if there are
more modes or if the mode being currently processed is a final
mode. Although the process in FIG. 7 is illustrated as per-
forming separate searches for breaking the threat timeline of
the threat and stopping progression to the next threat level, it
should be appreciated that any suitable number of searches,
including a single search, may be performed to identify can-
didate solution(s) and embodiments of the invention are not
limited in this respect.

FIG. 8 illustrates an example of a suitable computing sys-
tem environment 800 on which some embodiments may be
implemented. The exemplary computing system environ-
ment 800 includes a general purpose computing device in the
form of a computer 810. Components of the computer may
include, but are not limited to, one or more storage devices
812, a controller 814, such as one or more programmable
processors, a network interface 816, a display interface 826,
and a system bus 824 that couples various system components
to the controller 814. The system bus 824 may be any of
several types of bus structures including a memory bus or
memory controller, a peripheral bus, and a local bus using any
of'a variety of bus architectures. By way of example, and not
limitation, such architectures include Industry Standard
Architecture (ISA) bus, Micro Channel Architecture (MCA)
bus, Enhanced ISA (EISA) bus, Video Electronics Standards
Association (VESA) local bus, and Peripheral Component
Interconnect (PCI) bus also known as Mezzanine bus.

The storage device 812 may include volatile and/or non-
volatile memory such as read only memory (ROM), random
access memory (RAM), or any other type of removable/non-
removable, volatile/nonvolatile memory including, but not
limited to, magnetic tape cassettes, flash memory card, digital
versatile disks, digital video tape, solid state RAM, solid state
ROM, and the like. The network interface 816 may be con-
figured to communicate with one or more remote computers
via a network 820 using any suitable network communication

30

40

45

14

protocol. For example network interface may comprise a
wireless transmitter and a wireless receiver for communicat-
ing with a remote computer other other-network connected
device via network 820 using wireless communication link
818.

In some embodiments, computing system environment
800 further comprises a display unit 830 connected to the
system bus 824 via display interface 826. Display unit 830
may comprise a display 832, such as a liquid crystal display
(LCD), and one or more controls 834, which when actuated
transmit signals to the computer 810 via the display interface
826. The controls 834 may include pushbuttons, sliders,
toggle switches, or any other suitable control. It should be
appreciated that although the controls 834 are shown as part
of display unit 830, the controls 834 may alternatively be
external to the display unit 830 and may be connected to
system bus 824 in any suitable manner via any suitable input/
output interface.

Computing system environment 800 may further comprise
at least one sensor 822 for capturing observational informa-
tion. Sensor(s) 822 may be connected to the system bus 824 in
any suitable manner, including via a networked connection
local to a vehicle in which the computer system environment
800 is installed. Sensor(s) 822 may comprise one or more
instruments, systems, or subsystems for detecting and record-
ing observational data related to the vehicle. For example,
sensor(s) 822 may comprise one or more imaging sensors
such as a camera or an infrared sensor, a navigational system
such as a global positioning system (GPS), a situational
awareness system, or any other suitable type of system for
obtaining observational data. It should be appreciated that the
computing system environment 800 is not limited to the com-
ponents illustrated in the exemplary environment 800 and any
other additions, deletions, or modifications to the components
or combinations of components illustrated in FIG. 8 may also
be used.

Having thus described several aspects of some embodi-
ments of this invention, it is to be appreciated that various
alterations, modifications, and improvements will readily
occur to those skilled in the art.

Such alterations, modifications, and improvements are
intended to be part of this disclosure, and are intended to be
within the spirit and scope of the invention. Accordingly, the
foregoing description and drawings are by way of example
only.

The above-described embodiments of the present inven-
tion can be implemented in any of numerous ways. For
example, the embodiments may be implemented using hard-
ware, software or a combination thereof. When implemented
in software, the software code can be executed on any suitable
processor or collection of processors, whether provided in a
single computer or distributed among multiple computers.

Further, it should be appreciated that a computer may be
embodied in any of a number of forms, such as a rack-
mounted computer, a desktop computer, a laptop computer, or
a tablet computer. Additionally, a computer may be embed-
ded in a device not generally regarded as a computer but with
suitable processing capabilities, including a Personal Digital
Assistant (PDA), a smart phone or any other suitable portable
or fixed electronic device.

Also, a computer may have one or more input and output
devices. These devices can be used, among other things, to
present a user interface. Examples of output devices that can
be used to provide a user interface include printers or display
screens for visual presentation of output and speakers or other
sound generating devices for audible presentation of output.
Examples of input devices that can be used for auser interface
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include keyboards, and pointing devices, such as mice, touch
pads, and digitizing tablets. As another example, a computer
may receive input information through speech recognition or
in other audible format.

Such computers may be interconnected by one or more
networks in any suitable form, including as a local area net-
work or a wide area network, such as an enterprise network or
the Internet. Such networks may be based on any suitable
technology and may operate according to any suitable proto-
col and may include wireless networks, wired networks or
fiber optic networks.

Also, the various methods or processes outlined herein
may be coded as software that is executable on one or more
processors that employ any one of a variety of operating
systems or platforms. Additionally, such software may be
written using any of a number of suitable programming lan-
guages and/or programming or scripting tools, and also may
be compiled as executable machine language code or inter-
mediate code that is executed on a framework or virtual
machine.

In this respect, the invention may be embodied as a non-
transitory tangible computer readable storage medium (or
multiple computer-readable storage media) (e.g., a computer
memory, one or more floppy discs, compact discs, optical
discs, magnetic tapes, flash memories, circuit configurations
in Field Programmable Gate Arrays or other semiconductor
devices, or other tangible computer storage medium) encoded
with one or more programs that, when executed on one or
more computers or other processors, perform methods that
implement the various embodiments of the invention dis-
cussed above. The computer readable medium or media can
be transportable, such that the program or programs stored
thereon can be loaded onto one or more different computers
or other processors to implement various aspects of the
present invention as discussed above.

The terms “program” or “software” are used herein in a
generic sense to refer to any type of computer code or set of
computer-executable instructions that can be employed to
program a computer or other processor to implement various
aspects of the present invention as discussed above. Addition-
ally, it should be appreciated that according to one aspect of
this embodiment, one or more computer programs that when
executed perform methods of the present invention need not
reside on a single computer or processor, but may be distrib-
uted in a modular fashion amongst a number of different
computers or processors to implement various aspects of the
present invention.

Computer-executable instructions may be in many forms,
such as program modules, executed by one or more comput-
ers or other devices. Generally, program modules include
routines, programs, objects, components, data structures, etc.
that perform particular tasks or implement particular abstract
data types. Typically the functionality of the program mod-
ules may be combined or distributed as desired in various
embodiments.

Also, data structures may be stored in computer-readable
media in any suitable form. For simplicity of illustration, data
structures may be shown to have fields that are related through
location in the data structure. Such relationships may likewise
be achieved by assigning storage for the fields with locations
in a computer-readable medium that conveys relationship
between the fields. However, any suitable mechanism may be
used to establish a relationship between information in fields
of'a data structure, including through the use of pointers, tags
or other mechanisms that establish relationship between data
elements.
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Various aspects of the present invention may be used alone,
in combination, or in a variety of arrangements not specifi-
cally discussed in the embodiments described in the forego-
ing and is therefore not limited in its application to the details
and arrangement of components set forth in the foregoing
description or illustrated in the drawings. For example,
aspects described in one embodiment may be combined in
any manner with aspects described in other embodiments.

Also, the invention may be embodied as a method, of which
an example has been provided. The acts performed as part of
the method may be ordered in any suitable way. Accordingly,
embodiments may be constructed in which acts are per-
formed in an order different than illustrated, which may
include performing some acts simultaneously, even though
shown as sequential acts in illustrative embodiments.

The phrase “and/or,” as used herein, should be understood
to mean “either or both” of the elements so conjoined, i.e.,
elements that are conjunctively present in some cases and
disjunctively present in other cases. Multiple elements listed
with “and/or” should be construed in the same fashion, i.e.,
“one or more” of the elements so conjoined. Other elements
may optionally be present other than the elements specifically
identified by the “and/or” clause, whether related or unrelated
to those elements specifically identified. Thus, as a non-lim-
iting example, a reference to “A and/or B”, when used in
conjunction with open-ended language such as “comprising”
can refer, in one embodiment, to A only (optionally including
elements other than B); in another embodiment, to B only
(optionally including elements other than A); in yet another
embodiment, to both A and B (optionally including other
elements); etc.

As used herein in, the phrase “at least one,” in reference to
a list of one or more elements, should be understood to mean
at least one element selected from any one or more of the
elements in the list of elements, but not necessarily including
at least one of each and every element specifically listed
within the list of elements and not excluding any combina-
tions of elements in the list of elements. This definition also
allows that elements may optionally be present other than the
elements specifically identified within the list of elements to
which the phrase “at least one” refers, whether related or
unrelated to those elements specifically identified. Thus, as a
non-limiting example, “at least one of A and B” (or, equiva-
lently, “atleast one of A or B,” or, equivalently “at least one of
A and/or B”) can refer, in one embodiment, to at least one,
optionally including more than one, A, with no B present (and
optionally including elements other than B); in another
embodiment, to at least one, optionally including more than
one, B, with no A present (and optionally including elements
other than A); in yet another embodiment, to at least one,
optionally including more than one, A, and at least one,
optionally including more than one, B (and optionally includ-
ing other elements); etc.

Having thus described several aspects of at least one
embodiment of this invention, it is to be appreciated various
alterations, modifications, and improvements will readily
occur to those skilled in the art. Such alterations, modifica-
tions, and improvements are intended to be part of this dis-
closure, and are intended to be within the spirit and scope of
the invention. Accordingly, the foregoing description and
drawings are by way of example only.

What is claimed is:

1. A method of assessing threats to a vehicle to facilitate a
reflexive response, the method comprising:

determining based, at least in part, on a plurality of infor-

mation sources, a plurality of threat timeline parameters
for a detected threat to the vehicle, wherein the plurality



US 9,244,459 B2

17

of threat timeline parameters include a first threat mode
and a time progression of the threat in the first threat
mode;

determining, with at least one processor, one or more can-

didate solutions based, at least in part, on the first threat
mode and the time progression, wherein determining the
one or more candidate solutions based, at least in part, on
the first threat mode and the time progression comprises
limiting a search space for evaluating candidate solu-
tions to include only solutions that may be accomplished
within a specific amount of time; and

providing at least one of the one or more candidate solu-

tions to an operator of the vehicle to enable the operator
to mediate the threat.

2. The method of claim 1, wherein the plurality of infor-
mation sources comprises stored information about the
vehicle.

3. The method of claim 2, wherein the stored information
comprises at least one vehicle signature that describes a spa-
tial profile of a particular characteristic as it relates to the
vehicle.

4. The method of claim 1, further comprising:

receiving current status information for the vehicle; and

wherein determining the plurality of threat timeline param-

eters comprises determining the first threat mode and the
time progression based, at least in part, on the current
status information and at least some historical informa-
tion related to the current status information.

5. The method of claim 1, wherein determining the plural-
ity of threat timeline parameters comprises:

selecting at least one off-line simulation data parameter

based, at least in part, on a current vehicle-to-threat
geometry and the first threat mode.

6. The method of claim 1, further comprising:

determining based, at least in part, on the plurality of infor-

mation sources, a time to transition to a second threat
mode; and

determining based, at least in part, on the time to transition

to the second threat mode, whether at least one first
solution exists to mediate the threat within the first threat
mode.

7. The method of claim 6, further comprising:

storing, in response to determining that at least one first

solution exists, information related to the at least one
first solution.
8. The method of claim 6, wherein determining whether at
least one first solution exists comprises:
determining, for one or more possible first solutions, a
SNR value and/or a JSR value;

determining for each of the one or more possible first
solutions whether the corresponding SNR value and/or
the JSR value is less than a first stored SNR threshold
value and/or a first stored JSR threshold value; and

determining that at least one first solution exists in response
to determining that the SNR value and/or JSR value for
at least one of the one or more possible solutions is less
than the first stored SNR threshold value and/or the first
stored JSR threshold value.

9. The method of claim 6, further comprising:

determining, in response to determining that at least one

first solution does not exist, whether at least one second
solution exists to prevent progress to the second threat
mode.

10. The method of claim 9, wherein determining whether
the at least one second solution exists comprises:

determining, for one or more possible second solutions, a

SNR value and/or a JSR value;

18

determining for each of the one or more possible second
solutions whether the corresponding SNR value and/or
the JSR value is less than a second stored SNR threshold
value and/or a second stored JSR threshold value; and
5 determining that at least one second solution exists in
response to determining that the SNR value and/or JSR
value for at least one of the one or more possible solu-
tions is less than the second stored SNR threshold value
and/or the second stored JSR threshold value.
11. The method of claim 10, further comprising:
storing, in response to determining that at least one second
solution exists, information related to the at least one
second solution.
12. A non-transitory computer-readable storage medium
15 encoded with a plurality of instructions that when executed by
at least one processor perform a method comprising:
determining based, at least in part, on a plurality of infor-
mation sources, a plurality of threat timeline parameters
for a detected threat to a vehicle, wherein the threat
timeline parameters include a first threat mode and a
time progression of the threat in the first threat mode;
determining one or more candidate solutions based, at least
in part, on the first threat mode and the time progression,
wherein determining the one or more candidate solu-
tions based, at least in part, on the first threat mode and
the time progression comprises limiting a search space
for evaluating candidate solutions to include only solu-
tions that may be accomplished within a specific amount
of time; and
providing at least one of the one or more candidate solu-
tions to an operator of the vehicle to enable the operator
to mediate the threat.

13. The computer-readable storage medium of claim 12,
wherein the method further comprises:

receiving current status information for the vehicle; and

wherein determining the threat timeline parameters com-

prises determining the first threat mode and the time
progression based, at least in part, on the current status
information and at least some historical information
related to the current status information.

14. The computer-readable storage medium of claim 12,
wherein determining the threat timeline parameters com-
prises:

selecting at least one off-line simulation data parameter

based, at least in part, on a current vehicle-to-threat
geometry and the first threat mode.

15. The computer-readable storage medium of claim 12,
wherein the method further comprises:

determining based, at least in part, on the plurality of infor-

mation sources, a time to transition to a second threat
mode; and

determining based, at least in part, on the time to transition

to the second threat mode, whether at least one first
solution exists to mediate the threat within the first threat
mode.

16. A vehicle comprising:

at least one storage device configured to store information

regarding at least one signature of the vehicle; and

at least one processor programmed to:

determine based, at least in part, on the stored informa-
tion, a plurality of threat timeline parameters for a
detected threat to the vehicle, wherein the threat time-
line parameters include a first threat mode and a time
progression of the threat in the first threat mode;

determine one or more candidate solutions based, at
least in part, on the first threat mode and the time
progression, wherein determining the one or more
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candidate solutions based, at least in part, on the first
threat mode and the time progression comprises lim-
iting a search space for evaluating candidate solutions
to include only solutions that may be accomplished
within a specific amount of time; and 5
provide at least one of the one or more candidate solu-
tions to an operator of the vehicle to enable the opera-
tor to mediate the threat.

17. The vehicle of claim 16, wherein the vehicle is an
aircraft. 10
18. The vehicle of claim 16, wherein the operator of the

vehicle is located outside of the vehicle.

19. The vehicle of claim 16, wherein the vehicle is an
unmanned vehicle and wherein the at least one processor is
programmed to perform at least one action to mediate the 15
threat in response to determining the one or more candidate
solutions.

20. The vehicle of claim 19, wherein the at least one pro-
cessor is programmed to perform the at least one action with-
out receiving an instruction from the operator of the vehicle. 20
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